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Primates are remarkably good at recognizing objects. The level of
performance of their visual system and its robustness to image
degradations still surpasses the best computer vision systems
despite decades of engineering effort. In particular, the high
accuracy of primates in ultra rapid object categorization and rapid
serial visual presentation tasks is remarkable. Given the number of
processing stages involved and typical neural latencies, such rapid
visual processing is likely to be mostly feedforward. Here we show
that a specificimplementation of a class of feedforward theories of
object recognition (that extend the Hubel and Wiesel simple-to-
complex cell hierarchy and account for many anatomical and
physiological constraints) can predict the level and the pattern of
performance achieved by humans on a rapid masked animal vs.
non-animal categorization task.

object recognition | computational model | visual cortex | natural scenes |
preattentive vision

bject recognition in the cortex is mediated by the ventral visual

pathway running from the primary visual cortex (V1) (1)
through extrastriate visual areas II (V2) and IV (V4), to the
inferotemporal cortex (IT) (2-4), and then to the prefrontal cortex
(PFC), which is involved in linking perception to memory and
action. Over the last decade, a number of physiological studies in
nonhuman primates have established several basic facts about the
cortical mechanisms of recognition. The accumulated evidence
points to several key features of the ventral pathway. From V1 to
IT, there is an increase in invariance to position and scale (1, 2, 4—-6)
and in parallel, an increase in the size of the receptive fields (2, 4)
as well as in the complexity of the optimal stimuli for the neurons
(2, 3, 7). Finally, plasticity and learning are probably present at all
stages and certainly at the level of IT (6) and PFC.

However, an important aspect of the visual architecture, i.e.,
the role of the anatomical back projections abundantly present
between almost all of the areas in the visual cortex, remains a
matter of debate. The hypothesis that the basic processing of
information is feedforward is supported most directly by the
short time spans required for a selective response to appear in
IT cells (8). Very recent data (9) show that the activity of small
neuronal populations in monkey IT, over very short time inter-
vals (as small as 12.5 ms) and only ~100 ms after stimulus onset,
contains surprisingly accurate and robust information support-
ing a variety of recognition tasks. Although this finding does not
rule out local feedback loops within an area, it does suggest that
a core hierarchical feedforward architecture may be a reasonable
starting point for a theory of visual cortex aiming to explain
immediate recognition, the initial phase of recognition before
eye movements and high-level processes can play a role (10-13).

One of the first feedforward models, Fukushima’s Neocogni-
tron (14), followed the basic Hubel and Wiesel proposal (1) for
building an increasingly complex and invariant object represen-
tation in a hierarchy of stages by progressively integrating
convergent inputs from lower levels. Building on several existing
neurobiological models (5, 15-19, 1), conceptual proposals (1, 2,
20, 21), and computer vision systems (14, 22), we have been
developing (3, 23, ||) a similar computational theory (see Fig. 1)
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that attempts to quantitatively account for a host of recent
anatomical and physiological data.

The model is a simple and direct extension of the Hubel and
Wiesel simple-to-complex cell hierarchy: It takes as an input a
gray-value image (256 X 256 pixels, ~7° X 7° of visual angle) that
is first analyzed by a multidimensional array of simple S; units
which, like cortical simple cells, respond best to oriented bars and
edges. S units are modeled as half-rectified filters consisting of
aligned and alternating “on” and “off” subregions, which share a
common axis of elongation that defines the cell-preferred orienta-
tion [see supporting information (SI) Text for details]. S; units come
in four orientations and several different scales (see SI Fig. 9) and
densely cover the input image. The next C; level corresponds to
striate complex cells (1). Each of the complex C; units receives the
outputs of a group of simple S; units with the same preferred
orientation (and two opposite phases) but at slightly different
positions and sizes (or peak frequencies). The result of the pooling
over positions and sizes is that Cy units become insensitive to the
location and scale of the stimulus within their receptive fields, which
is a hallmark of cortical complex cells (1). The parameters of the Sy
and C; units (see SI Table 1) were adjusted so as to match as closely
as possible the tuning properties of V1 parafoveal simple and
complex cells (receptive field size, peak frequency, frequency, and
orientation bandwidth; see ref. 24 for details).

Feedforward theories of visual processing, like the model de-
scribed here, consist of extending these two classes of simple and
complex cells to extrastriate areas. By alternating between S layers
of simple units and C layers of complex units, the model achieves
a difficult tradeoff between selectivity and invariance: Along the
hierarchy, at each S stage, simple units become tuned to features of
increasing complexity (e.g., from single oriented bars to combina-
tions of oriented bars forming corners and features of intermediate
complexities) by combining afferents (C units) with different
selectivities (e.g., units tuned to edges at different orientations). For
instance, at the S, level (respectively S3), units pool the activities of
retinotopically organized afferent C; units (respectively C, units)
with different orientations (different feature tuning), thus increas-
ing the complexity of the representation: From single bars to
combinations of oriented bars forming contours or boundary
conformations. Conversely, at each C stage, complex units become
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